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Fig. 1. In contrast to a sighted person who is aware of their vista-space based on visual perception, a PVI has limited
awareness of the vista-space that is surrounding them. The figure illustrates how a sighted person gathers information
versus our proposed vision of creating awareness of the vista space for a PVI through scene sonification.

Spatial awareness, particularly awareness of distant environmental scenes known as vista-space, is crucial and contributes to
the cognitive and aesthetic needs of People with Visual Impairments (PVI). In this work, through a formative study with
PVIs, we establish the need for vista-space awareness amongst people with visual impairments, and the possible scenarios
where this awareness would be helpful. We investigate the potential of existing sonification techniques as well as AI-based
audio generative models to design sounds that can create awareness of vista-space scenes. Our first user study, consisting of a
listening test with sighted participants as well as PVIs, suggests that current AI generative models for audio have the potential
to produce sounds that are comparable to existing sonification techniques in communicating sonic objects and scenes in
terms of their intuitiveness, and learnability. Furthermore, through a wizard-of-oz study with PVIs, we demonstrate the utility
of AI-generated sounds as well as scene audio recordings as auditory icons to provide vista-scene awareness, in the contexts
of navigation and leisure. This is the first step towards addressing the need for vista-space awareness and experience in PVIs.
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1 INTRODUCTION
According to the classification of psychological spaces provided by Montello et al. [61], a Vista is the far-field
space that is projectively as large or larger than a human body but can be visually apprehended from a single place,
without appreciable locomotion, which includes spaces in town squares, small valleys, and horizons. Sighted
people are passively aware of scenes in their vista space [61], which are beyond an average hearing range, but
within their visual range. While this spatial awareness is often taken for granted, it contributes to the cognitive
and aesthetic needs of people (Figure 3). However, awareness of these distant scenes is not available to People
with Visual Impairments (PVI)1 (Figure 1). In this work, we study the usability of different types of sounds (audio
recordings, handcrafted sounds, and AI-generated sounds) for vista space awareness for PVI.

Existing technologies for spatial awareness for PVI sonify individual objects in a scene using various kinds of
sounds [34] such as earcons that include musical notes with varying pitch and loudness (e.g. beeps and tones) [73],
sped-up speech icons called spearcons [16], and specially designed auditory icons that have semantic connections
to the objects [15]. Although such handcrafted sounds are shown to be intuitive and learnable for communicating
and detecting obstacles or objects in the immediate vicinity [15, 36, 41, 75], there is a lack of studies on sounds
that could provide distant or vista space awareness to the PVI. Designing handcrafted auditory icons involves
methods to model the interaction between different objects [26]. Such physical models are object-dependent
and thus are not scalable and are less flexible when the number and types of objects increase, or when the
vista-space scene description changes. With generative AI models for audio synthesis, we have an opportunity to
generate soundscapes based on scenes in the vista space. However, to the best of our knowledge, the usability of
AI-generated sounds for the purpose of vista space awareness is yet to be evaluated. Additionally, the sounds
used in currently existing technologies such as spearcons are often associated with a high cognitive load [18, 41],
which further hinders the usage of such sounds for a long duration of time and for multi-tasking scenarios.

In this work, we address the knowledge gap of the need for effective sonification mechanisms to enable
awareness of scenes in the vista-space for PVIs. Specifically, we address the following objectives:

• Objective 1: Investigating the relevance and importance of vista-space awareness for PVIs
• Objective 2: Comparing the performance of existing sonification methods and AI audio generative models
in producing intuitive and pleasant sounds for objects and scenes

• Objective 3: Evaluating the utility of sounds such as audio recordings and audio from generative models in
enabling awareness of vista-space scenes to PVI

To understand the perspective of PVIs on vista space awareness, we conducted a formative study with seven
participants with visual impairments. In order to investigate sonification mechanisms, we recruited 24 sighted
participants for a listening test to evaluate and compare sounds designed by three methods - (a) handcrafted
auditory icons or audio recordings, (b) AI model 1 - AudioLDM [57], and (c) AI model 2 - Im2Wav [79]. The
evaluation was based on the intuitiveness of the sound being mapped to an object or a scene, the learnability
of the sound-to-object/scene mapping, and the pleasantness and comfort level for long-term usage. We also
1We use ‘PVI’ throughout the paper. This abbreviation is meant for ease of reference and consistent with prior work [6, 7, 50, 52, 89]. We
hope readers do not misunderstand this being disrespectful.
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Formative Study
…to identify needs for PVI

Comparative Study
…of sonification techniques

Wizard-of-Oz Study
…to understand the utility

Fig. 2. In this paper, we conducted a three-phase study to address the problem of vista-scene awareness for people with
visual impairments (PVI). In the first phase, we performed a formative study using semi-structured interviews to elicit the
needs and preferences of PVI. In the second phase, we conducted a comparative study to evaluate the performance in terms
of intuitiveness and learnability of different types of sounds, including handcrafted and AI-generated sounds. In the third
phase, we carried out a wizard-of-oz study to investigate how the sounds affect the perception and understanding of vista
scenes.

recruited seven participants with visual impairments to evaluate a subset of these sounds that performed well
with the sighted participants to validate the findings. Finally, we conducted a follow-up user study to test the
utility of such sounds in a wizard-of-oz experimental setup, where the same seven PVIs as the formative study
experienced these sounds spatially rendered through headphones to provide vista-space awareness while sitting
as well as walking in a controlled laboratory environment.
To the best of our knowledge, this is the first work to address the need for PVI to be aware of scenes in the

vista-space. We contribute with: (1) an understanding of the importance of vista-space awareness for PVIs; (2) an
empirical evaluation of the intuitiveness & learnability of handcrafted and AI-generated sounds, pointing out
challenges and opportunities, and (3) an empirical evaluation to understand how sonified vista-space can create
awareness for PVI.

2 LITERATURE REVIEW
In this section, first, we briefly discuss the assistive systems for PVIs in Ubicomp literature and outline the gap
that our work tries to address. Then we position the need for spatial awareness of vista scenes in the theoretical
framework of Maslow’s hierarchy of needs. Next, we discuss the current sonification techniques used for spatial
cognition in studies and applications for PVI, and finally we motivate the exploration of generative AI models for
audio generation in the context of vista scene sonification for PVIs.

2.1 Assistive Systems for PVI in Ubicomp Research
The research of assistive technologies is a common theme in ubicomp, which has a rich history of diverse concepts
and artifacts. PVI are often the target users, as they have a specific need for assistive technologies. Assistive
tech can be useful in many scenarios, such as for leisure activity. For instance, Rector et al. [72] explored audio
interfaces for PVI to experience art installations. Other applications include support for grocery shopping, such as
explored by Boldu et al. [6, 7]. For this, mounting a camera onto the finger seems to be a common strategy [6, 82]
although this physical setup is prone to obstruct the PVI in their daily routines. However, most extensive research
is on the application of pathfinding, which supports PVI indoors [28] and outdoors [42]. A common research
focus is on the exploration of using multi-modal feedback. Xu et al. [91] empirically evidenced that both, audio
and haptic cues are both valid means for PVI showing similar accuracy for path finding. Vibrotactile actuators
were investigated at several body positions in a wearable setup [91] as well as in form of mobile artifacts, such as
at a handle of a bag [49], watch [85], bracelet [74] and a cane [10, 67]. Although sounding contradictory, also
visual cues can be utilized to guide PVI as long as there is a residual gaze, as demonstrated by Yang et al. [92].
The closest concept to ours is FootNotes [29], where GPS-based geo-locations of several points of interest can
be marked on a map, and a mobile phone app connected to a 3D audio-capable headset reads out the points of
interest when nearing them. In LiSee [11], a custom headset was developed that provides audio feedback to guide
users to reach nearby objects based on a video-processing approach. In this paper, we augment existing research
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by transforming scenes and objects in the vista space into auditory representations, addressing the challenges of
accessibility of the vista space for individuals with visual impairments.

2.2 Positioning vista-space awareness in Maslow’s hierarchy of needs
According to Maslow [58, 59], human needs and motivations can be arranged in the form of a pyramidal
hierarchy, ranging from deficiency needs at the bottom to growth needs at the top. Although this theory has
faced criticism [23], it remains a valid framework that can be utilized to comprehend and address the diverse
needs and motivations of individuals across different contexts and situations. Watkinson et al. [88] suggested
using Maslow’s hierarchy of needs as a theoretical model for addressing the needs of patients with visual
impairment. The deficiency needs include fundamental needs such as physiological needs (e.g. eating, drinking,
and sleeping), safety needs (e.g. being alert of dangers and being able to avoid obstacles and safely navigate), and
love and belonging needs (e.g. compassion and empathy). The growth needs refer to needs that lead to realizing a
person’s full potential, such as cognitive needs (e.g. knowledge and understanding, curiosity, exploration), esteem
needs (e.g. independence, dignity, achievement), aesthetic needs (e.g. appreciation and search for beauty, balance,
form), and self-actualization (e.g. realizing personal potential, self-fulfillment). Based on these definitions, we
classify the currently available technologies and studies targeted at PVI into the broad categories of deficiency
and growth needs, as shown in Figure 3. For a long time, a large number of studies for PVI have focused on
developing techniques for obstacle avoidance and object detection [6, 7, 15, 43, 69, 80], danger alert [41, 70, 83],
and wayfinding [39, 54, 68, 75] tasks, that can be classified under deficiency (safety) needs. More recently, studies
have also started looking at cognitive and aesthetic needs of PVI, such as access to VR [40, 95], makeup [55],
social media [3], emoji [84], screen content [56], face recognition [96], photography [33], and sports [94]. The
experience of the vista-space scenes, for example after hiking to the top of a hill, is readily available to people
with sight, but is unavailable to PVI. Therefore, vista-space awareness is less functional, and more experiential,
which could have the potential of improving the quality of life and sense of independence of PVIs, as such, it
could be positioned as a part of the cognitive, aesthetic and esteem needs in the pyramid of needs for PVI.

Fig. 3. Broadly classifying technologies and studies for PVI into the hierarchy of needs by Maslow. 
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Table 1. A summary of the existing sonification methods.

Sonification Method Advantages Disadvantages

Spearcons • easy to learn [16]
• provides direct information
• acoustically unique representation due to spoken
words[87]

• might interfere with the voice instructions of
another app or system being used [15]

• could be slow if a lot of information needs to be
conveyed over a short time [15, 24]

• language dependent

Earcons • helps speed up a speech-based interface [9, 87],
• helps the user know what the content of a menu
item is, not just where it is in the menu hierarchy
[9]

• helpful to denote items that have no iconic sound
[87]

• arbitrary mapping, hence any set of concepts can
be represented [9]

• arbitrary mapping, hence hard to learn, needing
explicit training [16]

• potentially limited transfer of trainingwhenmov-
ing between two systems employing different
earcon “languages” [87]

Auditory
Icons

• intuitive, as there is a resemblance to the concept
it represents (i.e. natural auditory associations)
[2, 25]

• apt to convey objects of interest [2]
• language independent, when used alone
• can be short, thus being able to convey a lot of
information in a short time [15]

• easier to learn than earcons, but still needs a
training phase [16]

• needs expert knowledge to design object-specific
sounds, therefore, not easily scalable

• difficult to design icons for objects and concepts
that have no natural sounds

2.3 Current sonification techniques for spatial cognition for PVI
To create a mental representation of a space, peripheral information plays an important role in updating the
relative positions of surrounding landmarks when one is moving [27]. For a person with visual impairment,
the amount of information naturally provided by the environment is reduced, making the comprehension of
the location and nature of available landmarks difficult [60]. Virtual audio 3D rendering (spatial audio) has
been long employed for research in spatial cognition with PVI [1, 47, 48], as it provides the ability to play back
individual sounds at specific positions, or to create complex spatial audio scenes without having to manipulate
physical devices. Thus, spatial audio has been used to study various low and high-level cognitive processes such
as localization, spatial configurations, and architectural navigation for PVI. In this work, we use spatial audio to
investigate the usability of different types of sounds for vista-space awareness for PVI.
Different kinds of sounds are used to map objects or events to audio, such as auditory icons, earcons, and

spearcons [16, 18]. Auditory icons [25] are brief sounds that have semantic connections to the objects, functions,
and actions they represent. They take advantage of the user’s prior knowledge and natural auditory associations
with sound sources and causes. On the other hand, earcons are abstract, synthetic, and mostly musical tones
or sound patterns, whose attributes reflect the structure of a hierarchy of information (eg. menus). Earcons are
especially helpful for items with no clear iconic representation, such as the arrival of an email. Spearcons are
sounds obtained by speeding up speech sounds—usually to the point where they are no longer recognizable as
speech—while conserving their original pitch [87]. Each spearcon is unique and non-arbitrary due to the specific
underlying speech phrase, which has been found to require less learning compared to earcons [65] and auditory
icons [16]. The advantages and disadvantages of these methods are well-studied in the literature [2, 16, 87]. We
provide a summary of these studies in Table 1.
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Sonification is widely employed in aiding people with visual impairments, offering accessibility to visual
content like graphs [56, 86], maps exploration [19], navigation support [39, 54, 68, 75], and identification of
features and obstacles [15, 69]. However, there is a gap in the literature regarding sonification for the use-case of
communicating far-field or vista-space scenes. Constantinescu et al.’s study [15] is pertinent, utilizing auditory
icons designed using parametric modeling [25] for object representation. We build upon this work by assessing
the usability of auditory icons for vista-space awareness, incorporating far-field scenes. Additionally, parametric
soundmodeling, which involves sound designing for individual objects, lacks scalability due to the manual crafting
of the model parameters, demanding expert knowledge. This challenge intensifies when there are simultaneous
and multiple events in a scene. Furthermore, we believe that experiencing the aesthetics of a vista scene involves
communicating not only the information about the individual objects in the scene but also the interaction between
the objects comprising the scene. Hence, our study assesses the usability of AI-based generative models for
synthesizing auditory icons to communicate both objects and vista-scenes efficiently.

2.4 Generative models for AI-sounds
The state of the art in the field of generative models for audio is progressing rapidly. Traditionally, audio generation
has been achieved through signal-processing techniques [46]. In recent years, generative models have achieved
high-quality audio synthesis through various modeling approaches including generative adversarial networks
(GANs), variational autoencoders (VAEs), transformer-based, and diffusion-based models. These models are
either unconditional [51] or conditioned on different input prompt modalities such as labels [13, 45], text [57],
speech [17], audio examples [44], images [38, 79], musical parameters such as pitch and instruments [21, 22, 64]
for musical sounds, and other parameter labels like wind-strength [32, 90] for environmental sounds. All of
these models are trained and validated to generate high-quality domain-specific audio (eg. speech, music, and
environmental sounds). Here, due to the focus of our research, we consider the recent models that show a high
performance in generating environmental sounds.
We considered audio-generative models that use natural language text and images as input prompts. These

models have the potential to provide higher flexibility and finer-grained scene descriptions for the audio to be
generated thanwhat themodels conditioned on simple discrete labels [12] can provide. For the task of text-to-audio
generation, diffusion models [35, 81] have achieved state-of-the-art synthesis quality, outperforming GAN-based,
and autoregressive models (eg. [53, 57, 93]. AudioLDM [57] uses latent diffusion models (LDMs) for text-to-audio
generation on a continuous latent representation of audio, instead of learning discrete representations, based on
the text embedding obtained by a pre-trained text encoder CLAP (Contrastive Language Audio Pretraining) [20].
With pre-trained CLAP to connect audio and text, the audio embedding and the text embedding share a joint
space, and both contain cross-modal information. AudioLDM is shown to outperform the diffusion model-based
DiffSound [93], the autoregressive model AudioGen [53], as well as GAN models in terms of overall audio quality
as well as its relevance to the input prompts. For the task of image-guided audio generation, Im2Wav [79] consists
of a transformer-based audio language model conditioned on image representations obtained from a pre-trained
CLIP model [71]. Im2Wav is shown to outperform the other baselines in terms of the generated audio quality as
well as the image-to-audio correspondence.

Although the general audio quality of AI-generated sounds has been evaluated, their utility in specific use
cases or contexts is still an open question. In this work, we particularly evaluate the sounds generated from
AudioLDM [57] (text-to-audio) and Im2Wav [79] (image-to-audio) for the task of designing audio feedback for
spatial awareness. And conduct user studies with both sighted and PVI participants to analyze the utility of
sounds for vista-space awareness.
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Table 2. Demographic of the PVI participants along with details of their medical condition.

P Age Gender VI Onset of VI Medical Details
1 49 F partially blind at 14 yrs Tunnel vision (<5% visual acuity)
2 49 M legally blind since birth <2% visual acuity
3 41 M legally blind at 16 yrs <2% visual acuity
4 30 M legally blind at 26 yrs <2% visual acuity
5 26 M partially blind since birth Retinoblastoma, can see colors and shapes but blurry
6 59 M partially blind since birth Glaucoma, highly shortsighted
7 63 F partially blind at 19 yrs <5% visual acuity

3 FORMATIVE STUDY
Our formative study aimed to investigate the relevance and importance of vista-space awareness in individuals
with visual impairments. In this section, we discuss the procedure and our qualitative findings from this study.

3.1 Procedure and Participants
The formative study included semi-structured interviews with participants with visual impairments using open-
ended questions. In addition, we asked questions to understand the current assistive technology usage amongst
these participants, as well as build our understanding of the needs and desires of the PVI community, where future
technology development could help. We recruited seven participants with various degrees of visual impairments
through local organizations for the visually impaired. Detailed demographics of the participants are in Table 2.
We obtained ethics approval from the Institute Review Board (IRB) before conducting all the user studies in this
work. Our questionnaire for the formative study is provided in Appendix A.

3.2 Qualitative Findings
We analyzed the qualitative comments from the participants using reflexive thematic analysis. We went through
the comments, coded them using a semantic coding strategy to capture the commonly occurring semantic
observations in the comments, and recursively combined and refined the codes to finally arrive at 16 codes, which
could be then organized into three themes. The count plot of these codes along with their grouping into themes
is shown in Figure 4. The themes and their take-aways are discussed here.

3.2.1 The need for vista-space awareness differs depending on PVI’s condition. When we brainstormed with
the participants on what more ways they think technology could assist them, one of the points raised by 𝑃4,
who acquired visual impairments at a later stage in their life, was that they missed being aware of the scenes
around them. He mentioned, “Let’s say I’m in a park or somewhere where maybe there can be a mode (of a
device) that describes to me the scenery surrounding me, (and, something that tells me that) there are multiple
trees or a lake [...] I think that will be really good also because it kind of gives you an idea of the place and also
lets you enjoy the scenery.” 𝑃3, who has been blind since the age of 16, mentioned “I hike a lot, so when I walk
up to a hilltop, I would try to draw a picture of the landscape in my mind, try to imagine.” 𝑃1 who has tunnel
vision since the age of 14, said that she likes to hike a lot, but has to depend on her guide to tell her what
the scenes are around her after she climbs a hill. 𝑃5 and 𝑃7 who had partial vision condition mentioned they
would want to enjoy the scenes on their leisurely walks. Moreover, 𝑃4 mentioned that only a few of his friends
would provide him with scene descriptions, and in general, he feels uncomfortable asking others to describe
the scenes for him. However, 𝑃2, who has been blind since birth mentioned, “I would not relate much to scenes
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Fig. 4. Themes and codes derived through thematic analysis of the qualitative inputs from PVIs during the formative study.

and landscapes as I would have less imagination compared to someone who acquired blindness at a later stage in
their life”. Thus, the need for experiencing vista scenes during leisure activities was particularly relevant to
the participants who acquired visual impairments later in their lives and possibly had memories of landscapes
from earlier in their lives. All four participants who became visually impaired later in their lives indicated
this need in different ways such as asking their companion to describe the vista scene, trying to imagine the
landscape, and so on. Two out of the three participants with a visual impairment condition from birth said that
the experience of the vista scenes was less relevant to them. Therefore, apart from basic safety and obstacle
detection needs, based on the formative study, we identified that there is a desire in PVIs who acquired visual
impairment condition later in their lives to have the ability to sense and enjoy the scenes surrounding them at a
distance, i.e. vista-space, which falls under cognitive and aesthetic needs in the hierarchy of needs (Section 2.2).

3.2.2 Directional orientation during navigation. Another important point raised by all the participants was that
they often have a basic mental map of their surroundings based on their step count, or important landmarks that
they have identified when they navigate a path that they know very well. However, if they stumble because of a
new obstacle (eg. a new potted plant) in their path or simply drift from their route unknowingly, they often need
help to re-orient themselves. In such cases, having information about key landmarks around them would help. P1
mentioned, “The regions that I cannot reach by my cane, but it’s something that you can tell me or give an idea, for
example, if I go to college, (the device) can tell me there’s a cafe on my left, or a big shopping mall in another direction”.
𝑃5mentioned “if you’re walking around in the city, maybe there’s a landmark that, you can see from everywhere, that
helps you orient yourself. I feel something to tell me about those would be really helpful for orientation.” 𝑃4mentioned
“So if there’s like a system that tells me about the landmarks, like if I am heading in the direction of my landmark,
or have gone off-course, would be very helpful.” They mentioned that navigation apps such as Google Maps are
not always helpful, as there is a margin of error (2-5 meters) in localizing them which often leads to confusion
while walking. Most of the participants mentioned that they think vista space information would be helpful for
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various directional orientation reasons during navigation such as to get information beyond the reach of their
cane, to find out about the landmarks around them, and to help them with general direction and re-orientation.

3.2.3 Tech-savvy and comfortable with audio cues. We found that all the participants use a white cane and one
participant also uses a guide dog. In terms of assistive technologies, all the participants use smartphones with
integrated screen readers (called VoiceOver2 in iPhones and TalkBack3 in Android phones) with adjustable
speed. Some of the participants use mobile apps for navigation and money counting, such as LookOut4. All
the apps that they use provide them with audio feedback, mostly spearcons and a few auditory icons such
as beeps, and all the participants were used to and comfortable having audio feedback. All the participants
use headphones or earpods in conjunction with the assistive apps. Five participants also mentioned that they
use headphones in transparent mode or use only one earpod to be aware of the sounds in their surround-
ings. Our findings concur with the literature, stating that individuals with visual impairments are tech-savvy
and eager to adopt new technologies [66], which can enhance their independence and quality of life [63].

3.3 Focus of this work
This formative study evolved our initial understanding of the relevance of vista-space awareness to PVIs. The
need for experiencing vista scenes during leisure activities was relevant to PVIs who became visually impaired
later in their lives, and the need for vista scene information for various directional orientation reasons during
navigation was consistently observed across all the participants. Thus, together with PVIs, the idea was sparked
to map sounds to distant objects and scenes, i.e. “SonicVista”, which is aimed to effectively provide vista-space
awareness to PVI.

Based on the formative study, we defined that the focus of this work is to evaluate the effectiveness of different
types of sounds in communicating scenes and objects, and to assess the utility of such sounds for vista-space
awareness. We wanted to find out if AI-generated sounds can be used as an alternate to handcrafted audio
recordings for communicating vista-scenes. For this, we first conducted a sound evaluation study comparing
two kinds of AI sounds and handcrafted recordings (comparative study) with sighted participants. This study
helped us derive a subset of generally intuitive and high quality sounds. This subset was then verified for their
intuitiveness and quality with PVI participants. In the final study, we analyzed the utility of these sounds for
vista-scene sonification with PVI participants through a Wizard-of-Oz setup (wizard-of-oz study).

Comparative study: Evaluation of Sounds. First, we studied the usability of different sound types. We designed
three sets of sounds by three different sound generation methods to represent a set of objects and scenes, and we
conducted a listening study with sighted people to evaluate whether the sounds could be adequately mapped to
the intended objects/scenes and are pleasant to listen to. We addressed objective 2 through this study.
Wizard-of-Oz Study: Utility of Sonification for Vista-Space Awareness. In the second user evaluation, we

perform a controlled experiment with PVIs to understand the utility of these sounds and if they effectively help
to create vista space awareness. We address objectives 1 and 3 through this study.

4 COMPARATIVE STUDY: EVALUATION OF SOUNDS
In this study, our main aim was to study the possibility of using handcrafted auditory icons, as well as the
benefits and challenges of the current AI-generated sounds for communicating objects and scene information.
2https://shorturl.at/vGIT6
3https://support.google.com/accessibility/android/answer/6283677?hl=en
4https://play.google.com/store/apps/details?id=com.google.android.apps.accessibility.reveal&hl=en&gl=US
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The motivation of this study was to understand the general quality and characteristics of these sounds and
whether these sounds can reliably represent what they were intended to represent. At this stage, we wanted to
evaluate the quality of the AI-generated sounds compared to audio recordings for objects and scenes of interest.
Hence, we recruited a relatively large easily accessible group of sighted participants for the listening tests in
this study to derive insights that pertained to this general goal. We acknowledge that sighted participants are a
non-representative group when building tools for blind individuals due to differences in their perception and
strategies when using a tool [4, 76]. Therefore, all the findings and insights derived from our study with sighted
participants cannot be directly applicable to PVI participants. However, we justify the use of sighted participants
for the sound evaluation study for two reasons:
(1) This is a preliminary study to evaluate the general perception of the different kinds of sounds (eg. AI-based)

that have not been studied before. A preliminary study of a new solution is also suggested by Sears at
al. [76] to be a case where using a non-representative group may be appropriate.

(2) This study helps us derive a smaller subset of well-performing sounds that can then be further verified
with PVI participants and used in contexts that are relevant to PVIs (i.e. the Wizard-of-Oz utility study).
This further helps us optimize the limited time we have with the small number of PVI participants.

4.1 Objects/Scenes & Sound Types
Based on computer vision literature on object and scene recognition [5, 62, 77], we define an object as a single entity
in focus in the field of view, such as a bench or a car. We define a scene as multiple objects being simultaneously
present in the field of view within a context having spatial, functional, and semantic relationships between each
other. For example, the scene of a canteen will have chairs, tables, cutlery, food, and people. We curated 28 sounds
representing 22 objects and 6 scenes. Out of the 22 objects, 19 objects were chosen to be the same as that in [15]5.
The list of objects and scenes and the sources of audio are provided on our webpage9. This audio set consists of
objects that may or may not be a part of a vista scene. Moreover, the purpose of the sounds designed by [15] was
to provide a quick indication of all the objects in a scene, which was why the sounds were designed to be short.
This differs from our purpose, which is to provide a summarized experience of the vista scene. Nevertheless, we
opted to incorporate this audio set as a starting point in the sound evaluation study to contextualize our work
within the existing literature. In addition to these 19 objects, we included 3 more items to the list of objects - birds,
bells, and ducks, as signature objects of far-field scenes of a nature park, a bell tower, and a pond respectively. To
understand whether sounds can represent the composite nature of scenes that consist of multiple objects and
events occurring simultaneously, we also included 6 commonly occurring scenes - park, street, beach, canteen,
kids playing, and mall. For example, a park scene may have birds chirping, the sound of a breeze, and the rustling
of leaves; a street scene might have different types of vehicles, and possibly traffic lights, and so on. Thus, we
split this list of 28 objects/scenes into three categories - 12 sonic objects (objects that make sound naturally), 10
non-sonic objects (objects that do not make any sound by themselves), and 6 scenes.

We created two sets of AI-generated sounds corresponding to the above list. AI Model 1 (AudioLDM)6, that
consisted of sounds generated using text-to-audio generative model, AudioLDM [57]. AI Model 2 (Im2Wav)7,
that consisted of sounds generated using image-to-audio generative model, Im2Wav [79]. We obtained multiple
license-free images from Unsplash8 corresponding to each of the objects and scenes, and used these images as the
input to the Im2Wav model to generate the corresponding audio. And our baseline comprised of the handcrafted
auditory icons of the 19 objects from [15] plus audio recordings from FreeSound9 for the rest of the objects and
5There were 18 objects in [15] and one additional object building was available in the audio set shared by the authors with us.
6AudioLDM codebase and model: https://github.com/haoheliu/AudioLDM
7Im2Wav codebase and model: https://github.com/RoySheffer/im2wav
8https://unsplash.com/
9https://freesound.org/
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scenes. The complete list of objects and scenes, along with their audio files for handcrafted, AudioLDM, and
Im2Wav, as well as the text and image prompts for the two AI models are provided on our webpage10.

4.2 Participants
We recruited a total of 24 sighted participants (11 males/ 13 females). Their ages ranged from 22 to 40 years (mean
age was 28 years) and were either students or staff at the university. The participants listened to the sounds
through noise-canceling headphones11.

4.3 Data Preparation
We used a total of 84 sounds, i.e., 28 sounds from each of the three sonification mechanisms: audio record-
ings/handcrafted sounds, AI Model 1 (AudioLDM), and AI Model 2 (Im2Wav) with sighted participants. For each
sonification mechanism, there were 12 sounds representing sonic objects, 10 sounds representing non-sonic
objects, and 6 sounds representing scenes. To conduct the study for every participant within a stipulated time
(approx. one hour) while also preventing fatigue, we exposed each participant to only half of the sounds. We
ensured a balanced distribution of sounds across the 24 participants so as to gather a uniform number of ratings
across all the sounds in our dataset. Specifically, we presented different subsets of 14 sounds out of the 28 sounds
for each sound type (i.e. handcrafted, AI Model 1, and AI Model 2) during each test (intuitiveness and learnability)
to different participants, such that upon concluding the study for all the participants, we had at least 12 scores
for intuitiveness and learnability for every sound in our data set. We, also, randomized the order of sounds
across sound types as well as objects/scenes for each participant. All of these permutations were designed to
counterbalance the effects of learning and familiarity bias. Moreover, for every sound, we had 24 self-reported
ratings of intuitiveness, pleasantness, and comfort level collected from all the participants. We presented a subset
of 8 sounds from this data set to the VI participants, as further explained in Section 4.6.2.

4.4 Procedure
Each participant was given a list of all the objects and scenes in our dataset. Following the exact procedure for
the intuitiveness test from [15], we played the sounds one at a time, and the participant was asked to identify the
object or scene from either a list of 22 objects or a list of 6 scenes. We recorded their answer, and the time they
took to guess after the sound was played. If the participants answered quickly, without taking time to think, the
sound is intuitive. Following this, participants were given access to all 28 sounds along with their assigned labels
through a web-page. They could listen to the sounds as many times as they wanted and were asked to rate each
sound on intuitiveness, pleasantness, and comfort level for long-term usage on a Likert-scale of 1 to 5. Finally, we
conducted a learnability test [15], which tested the ability of the participants to learn and remember the objects
or scenes associated with the sounds. This entire process was repeated for the three sound types. The whole
study took about 1 hour to complete.

4.5 Evaluation Metrics
We calculated an intuitiveness score [15] based on the response times and success rates of the participants in
guessing which of the objects or scenes a sound belongs to. Also, we calculated a learnability score [15] by
assessing how easily the participants remembered the object classes associated with the sounds. The values of
these scores ranged from 1 to 3, as follows: 1 - if the participant did not guess or remember the label of the sound
correctly, 2 - if the participant guessed or remembered the sound label correctly after thinking for longer than 3

10Our anonymized webpage with audio files for your reference https://spatial-awareness-project.github.io/spatial-awareness-project/
11https://www.sony.com.sg/electronics/headband-headphones/wh-1000xm4?showModelPrices=true
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(a) Non-Sonic Objects (b) Sonic Objects (c) Scenes

Fig. 5. Overall performance of the comparative study metrics - Intuitiveness Score and Learnability Score (out of 3.0) for
the three sound types [Mean ± 95% Confidence Interval], obtained from the sighted participants. Values with a ∗ indicate
p-value< 0.05 when compared against both of the other two sound types using Wilcoxon signed rank test.

seconds after the sound was played, and 3 - if the participant guessed or remembered the sound label correctly in
less than 3 seconds after the sound was played. To assess the statistical significance between any two lists of
scores, we used the Wilcoxon signed rank test assuming related paired samples, and for group comparisons, we
used the Friedman test.

4.6 Results
4.6.1 Ratings from the Sighted Participants. The intuitiveness and learnability scores (out of 3) of this study are
shown in Figure 5. For non-sonic objects, the mean values of intuitiveness scores of handcrafted, AudioLDM,
and Im2Wav sounds were 1.49, 1.19, and 1.08, respectively. A Wilcoxon signed-rank test showed that for this
type of object, the intuitiveness score of handcrafted sounds was significantly higher than AudioLDM (𝑊 = 2,
𝑍 = −2.599, 𝑝 = 0.009), as well as Im2Wav (𝑊 = 0, 𝑍 = −2.8031, 𝑝 = 0.005). Similarly, the learnability score of
handcrafted sounds for non-sonic objects was also significantly higher than AudioLDM (𝑊 = 8, 𝑍 = −1.9876,
𝑝 = 0.047), as well as Im2Wav (𝑊 = 7, 𝑍 = −2.0896, 𝑝 = .037) sounds. Since AI models are predominantly
trained on sonic objects and scenes and not on non-sonic objects, the sounds generated by these models for
non-sonic objects are understandably less intuitive or learnable than the hand-designed ones. However, for sonic
objects and scenes, the performance of all three sound types has no significant difference for both intuitiveness
and learnability scores. However, the Friedman test showed no significant difference in the ranks of the data
values between the three sound types for sonic objects (intuitiveness: 𝜒2 = 1.625, 𝑑 𝑓 = 2, 𝑝 = 0.443; learnability:
𝜒2 = 4.04, 𝑑 𝑓 = 2, 𝑝 = 0.133) and scenes (intuitiveness: 𝜒2 = 0.333, 𝑑 𝑓 = 2, 𝑝 = 0.846, learnability: 𝜒2 = 2.33,
𝑑 𝑓 = 2, 𝑝 = 0.311). This implies that the current generative models have the potential to generate intuitive
and learnable sounds for objects that inherently make sounds as well as scenes that have multiple events. The
self-report ratings on intuitiveness, pleasantness, and comfort-level for sustained usage are shown in Figure
6. For scenes, the handcrafted sounds, which are audio recordings of the scenes, are rated significantly higher
than the sounds from the two AI models for all three criteria (𝑝 < 0.05), where the test of significance was done
using Wilcoxon signed-rank test. A possible reason could be that the AI models are predominantly trained on the
sounds of individual objects and events, but not on a collection of multiple events or objects occurring at the
same time that comprises a scene or a soundscape.
A notable exception amongst the non-sonic objects was the handcrafted door sound, which got incorrectly

guessed as the sound of stairs several times because the discrete events in the designed auditory icon representing
either the closing of a door or knocking on a door could be confused with walking on wooden stairs. The sound

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 8, No. 2, Article 76. Publication date: June 2024.



SonicVista: Towards Creating Awareness of Distant Scenes through Sonification • 76:13

of door generated by AudioLDM, on the other hand, represented the creaking of a door which is a distinct feature
of a door and thus, was less confusing and more intuitive as well as learnable.
Notable high-performing sonic objects were the sounds of bells, birds, dog, and ducks, which were highly

intuitive as well as learnable (scores ≥ 2.0) across all three sound types. The handcrafted traffic light sound
was significantly more intuitive and learnable than the other two types, because the handcrafted sound was
the signature pedestrian traffic light sound (“green man”), whereas the two AI models generated traffic noises
or police/ambulance sirens for traffic light prompts, which was indeed not intuitive and got confused with
vehicle sounds such as car and truck. Amongst the sonic objects, short handcrafted sounds were rated lower on
pleasantness than the corresponding AI-generated sounds, while the opposite was true for longer handcrafted
sounds (e.g. bells, birds, ducks, and traffic light).

Amongst the scenes, the handcrafted sound (i.e. audio recordings for scenes) of the canteen scene, which had a
distinct sound of cutlery as well as people chatting, was highly intuitive and learnable. On the other hand, the
AudioLDM canteen sound had chatting people and rhythmic music along with a faint sound of cutlery, while
the Im2Wav canteen sound mostly had chatting people, so both of these sounds were confused with the scene
of a mall. Another notable instance was the Im2Wav sound of the beach scene which was highly intuitive and
learnable, possibly because of the distinct water gurgling sound and the amplitude modulation corresponding to
waves crashing on the shore and receding. On the other hand, both the AudioLDM and the handcrafted audio
recording of the beach scene were highly confused with the street scene. Both these sounds had a constant noise
or a slightly increasing noise amplitude, which can be found at a beach on a windy day, but which is likely to be
also present on a street.
More details on intuitiveness and learnability scores and self-reported ratings can be found in the Appendix.

4.6.2 Extension of the results to PVIs. To inform the next study (Wizard-of-Oz) that is designed to evaluate the
utility of sounds in relevant contexts for PVI participants only, we needed to first investigate if some of our
findings from the sound evaluation study with the sighted participants could be extended to PVI. For this, we did
two validation tests.

In the first test, we compared the mean intuitiveness and learnability scores reported by our sighted participants
to the corresponding scores reported by [15] in their study with seven PVIs for the 18 objects that were common
between the two experiments. This comparison is only an approximate indicator, as the number of objects, the
number of participants, as well as the purpose of the two experiments, are different. The normalized Euclidean
distance between two series of values ranges between 0 to 1, where a smaller distance means the values are
similar, and cosine similarity between two vectors also ranges between 0 to 1, where a higher cosine of the

(a) Non-Sonic Objects (b) Sonic Objects (c) Scenes

Fig. 6. Overall performance of the ratings obtained from the Self-Report web survey from the sighted participants in the
comparative study for the criteria - Intuitiveness, Pleasantness, and Comfort-level (out of 5.0) for the three sound types
[Mean ± 95% Confidence Interval]. Values with a ∗ indicate p-value< 0.05 when compared against both of the other two
sound types using Wilcoxon signed rank test.
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angle between the two vectors means they point in a similar direction. We found that the normalized Euclidean
distance between PVI and sighted participants’ scores for intuitiveness and learnability was small (0.02 and 0.03
respectively) and the cosine similarity between them was high (0.97 for both) which confirms that the sighted
participants perform similarly to PVI participants when they map sounds to objects.
In the second test, we conducted a shortened version of this study with the seven PVIs that we recruited.

The PVI participants were the same as those who participated in the Formative study earlier (Table 2). Based
on a linear combination of the scores and ratings, we chose a subset of four high-scoring objects and scenes,
i.e. canteen and beach as vista scenes, and birds and bells as signature objects of a vista scene, from the study with
the sighted participants to verify that this small subset of sounds is similarly intuitive for PVI. Since there were
only four objects/scenes, for the intuitiveness test, we did not present the list of objects to the participants and
instead asked them to tell us what object or scene was the most relatable to the sound they heard. So as long
as the meaning was the same as the label assigned by us, we considered the guess to be correct (eg. restaurant,
food stall, and eatery are considered as correct guess for our label canteen). Moreover, although we present the
learnability scores, learning only four sounds was easy, therefore the task was not comparable to the one with
the sighted participants.
All four handcrafted sounds were audio recordings, while for comparison, we chose the highest scoring

amongst the two AI-generated sounds, i.e. AudioLDM sounds for bells, birds, and canteen, and Im2Wav sound for
beach. We found that the chosen sounds were similarly intuitive for the PVIs for both the handcrafted sounds as
well as the AI-generated sounds for these four objects/scenes. The mean ratings are provided in Table 3. The
normalized Euclidean distance between the ratings of sighted and PVI was small (< 0.02 across all the ratings)
and the cosine similarity between them was high (> 0.97 across all ratings) for both the handcrafted and the
AI-generated sounds. This test indicates that the chosen subset of sounds are intuitive for PVIs, and thus can be
used for the next scene sonification study.

5 WIZARD-OF-OZ STUDY: UTILITY OF SONIFICATION FOR VISTA-SPACE AWARENESS
In this study, we aimed to evaluate the utility of sonification of the vista space in providing passive awareness of
vista scenes to PVI. For this purpose, we chose a subset of objects and scenes to evaluate the utility of auditory
icons (audio recordings and AI sounds). Additionally, we used spearcons [16, 18] as an alternate form of feedback,
because the formative study suggested that all the participants were used to and comfortable with audio feedback
in the form of spearcons, such as screen readers with adjustable speed. Therefore, spoken words corresponding
to the objects and scenes with speed adjusted to the comfort level of the individual participant were used for
comparison.

Table 3. Comparison of sound evaluation metrics between participants with visual impairments (PVI) and sighted participants
(SP) for a subset of objects and scenes. Sound Type acronyms are Handcr.: Handcrafted, AI: either AudioLDM or Im2Wav. For
bells, birds, and canteen, the AI model is AudioLDM, and for beach, the AI model is Im2Wav. The intuitiveness and learnability
scores are out of 3.0, and the self-reported intuitiveness, pleasantness, and comfort ratings are out of 5.0.

Intuitiveness Scores Learnability Scores Reported Intuitiveness Pleasantness Rating Comfort-Level Rating
Sound Type→ Handcr. AI Handcr. AI Handcr. AI Handcr. AI Handcr. AI
Participants→ PVI SP PVI SP PVI SP PVI SP PVI SP PVI SP PVI SP PVI SP PVI SP PVI SP

bells 2.86 2.64 2.57 2.64 3.00 2.91 3.00 2.82 4.86 4.96 3.00 4.75 3.57 3.62 2.43 2.67 2.71 2.67 1.86 2.17
birds 3.00 2.92 2.43 2.83 3.00 3.00 3.00 2.92 4.86 5.00 4.57 5.00 4.43 4.04 4.14 3.58 4.43 3.67 3.71 3.29
beach 1.29 1.58 1.71 2.25 3.00 2.55 3.00 2.75 2.29 2.83 3.43 3.25 3.43 3.42 3.57 2.75 3.14 3.46 3.14 2.58
canteen 2.43 2.73 1.43 1.09 3.00 2.82 3.00 2.09 4.14 4.75 3.14 2.54 3.00 3.42 2.57 2.75 2.57 3.33 2.14 2.46
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5.1 Sounds
We have two sound types for this user study - auditory icons and spearcons. For auditory icons, we chose a subset
of sounds that performed well in the sound evaluation study verified by the PVI participants, that consisted of a
mix of AI-generated and handcrafted sound. Specifically, we chose two high-performing AI-generated sounds -
Im2Wav sound of beach and AudioLDM sound of birds, and two high-performing handcrafted recordings - bells
and canteen, where birds and bells were under the sonic objects category and beach and canteen were under
the scenes category. For this wizard-of-oz utility study, we considered these objects and scenes as either a vista
scene by itself or a signature object that represents a vista scene. For example, the birds sound was considered
to be a signature object of a scene with a nature park or a garden, while the bells sound was considered to be
a signature object of a scene consisting of a clock tower, church or a bell tower. The sound of canteen could
represent a scene with some kind of a food center, or a restaurant, while the beach sound could represent a scene
with a sea, a beach, or a water body in general with some wind. The spearcons were the corresponding spoken
words created with an online text-to-speech engine12, and sped up without changing the pitch of the voice in
Audacity13. During the study, we adjusted and selected the speed of the spearcons that the participant said they
were comfortable hearing. We chose spearcons as our baseline because this kind of audio feedback is the most
familiar to PVI, as derived from the formative study (Section 3).

5.2 Experimental setup
As a follow-up session of the formative study (Section 3) held previously, we recruited the same seven PVI
participants (Table 2) and conducted two Wizard-of-Oz spatial awareness listening experiments. We created a
virtual environment in Unity14 that helped us simulate the vista-space through spatialized audio. Our purpose
with these simulated environments was to understand what kind of experience would these sounds give if the
system worked perfectly in converting vista scenes into spatial sounds. However, the participants were only
asked to wear headphones, and at no point during any of these experiments did they wear any head-mounted
VR device. Most of the participants in the formative study indicated that they preferred using the transparent
mode of their headphones or just one earpod to be aware of their surroundings while listening to audio playback.
Bone conduction headphones provide the feature of audio playback without blocking ears and do not interfere
with normal hearing. This feature was helpful in this study as it involved alternating between listening to audio
playback and interacting with the study coordinator. Moreover, previous studies have found bone conduction
headphones to be a preferred method of audio playback in studies involving PVIs because of this feature [7].
Therefore, we chose to use bone conduction headphones15 for the wizard-of-oz study. In the first experiment, the
sounds of the four objects/scenes were spatially rendered within a 180-degree field of view in front of the seated
participant through bone-conduction headphones (See Figure 7 (a)). We call this the central vista-space awareness
test. During the second experiment, which we call the peripheral vista-space awareness test, the participant walked
a short distance (guided by a sighted person), while the sounds of the four objects/scenes (in the peripheral
vista-space) were spatially rendered at different points along the walk, either to the left or the right of the
participant (See Figure 7 (b)). Both experiments were conducted in a controlled laboratory environment without
any obstacles, as shown in Figures 7(c) and (d).

12https://voicemaker.in/
13https://www.audacityteam.org/
14https://unity.com/
15Bone conduction headphones used in this study: https://shokz.com/products/openrun
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(a) (b)

(c)
(d)

Fig. 7. Overview of the experimental setup for Wizard-of-Oz Study: (a) Central Vista-Space Awareness Test, (b) Peripheral
Vista-Space Awareness Test, (c) a PVI participant experiencing spatially rendered sounds through bone conduction headphones
while turning their head in the central vista test, and (d) a PVI participant experiencing spatially rendered sounds through
bone conduction headphones while walking in the peripheral vista test.

We conducted semi-structured interviews with participants after each experiment to qualitatively assess their
experience. The questionnaire of the interview is provided in Appendix B. We have also made our Unity codebase
for the two test setups available on GitHub16.

5.2.1 Central vista-space awareness test. The simulated environment for this test consisted of 4 audio sources
placed in an arc around the user at a distance of 5 meters. The sources were placed at angles of -90°, -30°, 30° and
90° from the user’s forward-facing direction (See Figure 7 (a)). Each set of sources representing a sound type
could be played separately, and the volume of each of the sources was dynamically set. The volume of a particular
source would increase linearly as the participant turned to face the audio source and decrease as they turned
away. This setup was tested with auditory icons as well as with spearcons.

16Unity Codebase to be published on GitHub after paper acceptance.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 8, No. 2, Article 76. Publication date: June 2024.



SonicVista: Towards Creating Awareness of Distant Scenes through Sonification • 76:17

5.2.2 Peripheral vista-space awareness test. For this test, the simulated environment consisted of the 4 sounds
placed along an 8-meter-long, 2-meter-wide passageway. Audio sources were placed at a distance of 1, 3, 5, and 7
meters away from the starting position of the participant and 2 meters to the left or right of the center of the
passageway (See Figure 7(b)). Each sound source had an audible range/radius of 2.5 meters, with an exponential
roll-off function, so that multiple sounds did not interfere with each other along the walk and there was a gradual
change in volume as they walked across the corridor. The volume of a particular source would also increase if
the participant turned to face the audio source and decrease as they turned away, similar to the central vista
setup. The participants, wearing the bone-conduction headset, walked with the guidance of a sighted person
along this passageway. They were also asked to pay attention to the environment they were walking in. At the
end of the walk, the participants were asked to describe the sounds they heard and the directions they heard
them from. This process was done twice, i.e. with auditory icons and spearcons.

5.3 Quantitative Findings
Across the two setups, we calculated the average percentage of objects and scenes correctly recognized by
each participant (100 × number of correctly recognized items / total number of items) as well as the accuracy
percentage in detecting the correct direction of those sounds (100 × number of correct directions of the correctly
recognized items / total number of items). We found that for the auditory icons, the average recognition accuracy
was 93.75% while for spearcons, it was 84.38%. This implies that auditory icons have a higher sound-to-object
mapping in an active situation (observing the surroundings from one location, or while walking a short distance)
compared to spearcons. As mentioned by participant 𝑃3, spoken words are often missed, which could be the
cause of their lower accuracy, whereas it is hard to miss the auditory icons. However, the average accuracy of
detecting the directions of the correctly recognized objects and scenes was 100% for both the sound types, which
implies that as long as the audio is correctly recognized, spatializing that audio could provide direction, which
could, therefore, help in orientation.

5.4 Qualitative Findings
We analyzed the open-ended qualitative thoughts and comments from the participants in the semi-structured
interview after the two experiments using the bottom-up approach of the reflexive thematic analysis [8, 14]. We
went through the comments, coded them using a semantic coding strategy to capture the commonly occurring
semantic observations in the comments, and recursively combined and refined the codes (for example, the codes
“Use at leisure” and “Use to enjoy scenes” were combined into one code) to finally arrive at 14 codes, which could
be then organized into four themes - Cognition and Aesthetics, Utility Attributes, Orientation and Navigation,
and Wishlist. The count plot of these codes along with their grouping into themes is shown in Figure 8. The
themes and their take-aways are discussed here.

5.4.1 Cognition and Aesthetics: “Makes me feel immersed and included in my environment.”
Auditory icons were considered to be more engaging, pleasant, immersive, and enjoyable than spearcons in
experiencing vista scenes during leisure activities. The sonified vista space through auditory icons was positively
received by all the participants for relaxed settings, such as when sitting on a bench on top of a hill or on a
leisurely walk and scanning the place around by turning their heads. To experience and imagine the aesthetics of
the scenes surrounding them, the auditory icons were clearly preferred over spearcons. 𝑃5 mentioned “These
sounds (auditory icons) help me create the image in my head, gives me a more vivid idea of my surroundings [...]
kind of paints a picture of what’s around me [...] I would definitely prefer these sounds over speech for experiencing
my surroundings”. Similarly, 𝑃4 said, “(the auditory icons) make me feel really included and makes me feel immersed
in that environment”, and P2 mentioned, “I could sense how the environment would change with these sounds”. Both
𝑃3 and 𝑃5 mentioned they would listen to the auditory icons when they are curious to know and feel the scenes
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Fig. 8. Themes and codes derived through thematic analysis of the qualitative inputs from PVIs during the Wizard-of-Oz
Study.

around, as 𝑃5 mentioned “when I want to feel the sensation of what it is to look at a scene from far away.”. Similarly,
𝑃3 said, “These sounds are really useful to sense the environment around me. I walk around and know what’s around
me.”. Moreover, these auditory icons evoked memories in the participants who became blind recently and helped
them to imagine the landscape. 𝑃4 said, “It really brings back a lot of memories from when I was sighted. Those
bird sounds brought me back to that mountain (where) I spent a couple of hours back then.”, and 𝑃7 mentioned
“These (sounds) are bringing back joyful memories of events when I was sighted.” Thus, there is a strong cognitive
and aesthetic desire to have an immersive sense of vista-space scenes, which these auditory icons show a clear
potential to fulfill.
Use-cases of Vista-Space Experience through Auditory Icons: The vista-space experience through the au-
ditory icons (soundscapes) was suggested to be useful in leisurely settings, such as on a hill top, or in virtual
environments such as games. For example, 𝑃4 mentioned, “As a sighted person I could enjoy the beautiful sceneries
when I traveled on a holiday. So these sounds I think can really be great. (For example,) When I can just be looking
around and the sound of the waves crashing on one side and the sounds of the vast landscapes on the other side would
be really great for me to imagine the scene. I see great potential in this.” He also mentioned, “I will 100% use it in a
relaxed setting when I am at a rooted place like at a picnic, where I could just be enjoying the scenes with my friends
or family”. Another interesting use-case of the auditory icons was mentioned by 𝑃2 that he would be really
interested in using these sounds in virtual environments such as the games for the blind that he plays on his phone.

5.4.2 Utility Attributes: For the use-case of enhanced awareness of the vista-space scenes, the most important
attributes of the experience were identified as:
Pleasant, Engaging, and Memorable: The participants in general found the experience with the auditory icons
to be pleasant and engaging, and pleasantness of the sounds was found to be important for the experience. For
example, 𝑃3 said, “These sounds are going to be engaging. As you move along, you hear the environment sound
changes”. 𝑃1 mentioned that “These sounds (auditory icons) are pleasant to listen to”. The synthesized Im2Wav
sound for beach, although recognizable as beach, had a slightly grainy texture due to the generative model’s audio
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quality limitations. Though most of the participants did not notice it, 𝑃5 commented that due to this texture, he
found the experience to be “slightly less pleasant, but the content of the sound isn’t unpleasant.” Moreover, they
found the experience to be memorable. For example, 𝑃5 mentioned, “(The auditory icons) paint a more vivid
picture for me of what I’m listening to. So I can recall it even after a while [...] These sounds are so much more
memorable than the speech sounds.”
Comprehensible: All the participants mentioned that they could recognize the general scenes, but expected
more description both from the auditory icons as well as the spearcons, especially in the peripheral awareness
test, i.e. in the context of directional orientation during navigation. For example, 𝑃1 said, ‘Though these (auditory
icons) sounds, the scenes are understandable [..] But when I hear the bells, but is it from a (clock) tower or is it from a
church? [...] Distance and height are also unknown. More description would be good.” 𝑃2 said, “If I hear the beach
sound from one direction, I want to know it is 1 km away”. The spearcons, on the other hand, could be hard to listen
to, as mentioned by 𝑃3, that he often misses listening to some words in spoken descriptions, and finds it annoying
to hear for a long period of time, therefore, would prefer a combination of auditory icons with spearcons. He said,
“Even if I miss the text (spearcons), I still hear the auditory icon and I won’t miss the auditory icons.”
Sense of Independence: All the participants acknowledged that vista-space sonification would give them a sense
of independence, which satisfies their esteem needs. 𝑃4 mentioned, “Only 3 out of 20 friends may give me a nice
description of the scenes around[...] I don’t usually ask them for descriptions because I don’t want to disturb them[...]
With this, I can get an experience of the scenes, without having to completely depend on my friends.” 𝑃3 mentioned,
“I could sense a park and a forest and start a conversation with a sighted person. So it makes me a bit more independent.”

5.4.3 Orientation and Navigation: “This will help me re-align to the direction I want to head to.”
All the participants suggested that sounds that communicate the vista-space will be helpful in wayfinding and
self-orientation in the right direction, especially when people are not around to help. In the peripheral vista-space
awareness setup, which simulated the navigation scenario, the participants were looking for direct information
rather than experience. Therefore, spearcons were preferred over auditory icons for directional orientation
because these sounds provided information without having to guess. 𝑃4 said, “I could really see myself walking and
using it in day-to-day activities, (as it) could be describing the scenes around me while I walk”. With spearcons, 𝑃1,
𝑃4, 𝑃5, and 𝑃6 suggested that a system integrated with such sounds would be helpful to provide information about
their surroundings during both daily activities such as going to the supermarket as well as outdoor activities such
as hiking and camping in the forest, where humans are not available to help. 𝑃3, on the other hand, said he would
prefer spearcons played once for direct information, along with the auditory icons being played continuously in
the background to reinforce the information.

Three (𝑃2, 𝑃4, and 𝑃6) out of seven participants mentioned that the auditory icons could be distracting while
walking, as they could get mixed with the existing environmental sounds. 𝑃2 said, “If I’m searching for a certain
location I will use speech more than sound[...] These (auditory icons) will distract me (in the) outdoors. So I will not
use it.” 𝑃4 said, “While walking, I don’t feel like it is necessary to have more sounds of your environment already”.

5.4.4 Wishlist. The participants wished for a range of objects and scenes related to daily necessities that they
would want sonified, such as traffic, traffic lights, buses, trains, and pavements. Moreover, they want several
common landmarks to be sonified, such as bus stops, train stations, police stations, and supermarkets. Some of
the participants who lost their sight later in their lives mentioned that they also wished for sonified aesthetic
scenes such as mountains, sea beaches, lakes, and kids playing at a distance.
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6 DISCUSSION

6.1 Addressing Objective 1: Importance of vista-space awareness for PVIs
Through the formative study and the wizard-of-oz study, the necessity of vista-space awareness and sonification
emerged as a strong need in PVIs under two situations - at leisure and during navigation. For the people who
became visually impaired at a later stage of their lives, a key purpose of being aware of the vista-space scenes
was to regain the ability to sense and enjoy the scenes surrounding them, thus aligning with their cognitive,
esteem, and aesthetic needs. This is in line with positioning the need for vista-space awareness in the upper
half of Maslow’s hierarchy of needs. This is also in line with the vision of assistive augmentation [37] that
suggests empowering individuals with disabilities beyond their basic needs. Additionally, during navigation, they
wanted to find out more about their surroundings for curiosity and awareness, especially in places and situations
where help is not easily available, eg. while hiking. This suggests the importance of vista-space awareness
for cognitive and esteem needs in Maslow’s hierarchy of needs. Furthermore, all the PVI participants found
vista-space awareness to be useful for getting a sense of the direction of the landmarks around them during
navigation, which could help them re-orient themselves if they diverge from their path. Directional orientation
during navigation could also be considered to be a safety need, thus also suggesting the importance of vista-space
awareness in the lower half of Maslow’s pyramid of needs.

6.2 Addressing Objective 2: Comparison between handcrafted and AI-based sonification methods
We conducted the sound evaluation study with sighted participants and verified our findings with a small set of
PVIs. We found their ratings for the sounds in terms of intuitiveness, learnability, pleasantness, and comfort to
be similar. Moreover, we found that there was no significant difference between the scores of intuitiveness and
learnability from the sighted participants for the sounds when compared to the corresponding scores reported
by [15] with PVIs in their study, implying that the sighted participants performed similarly to PVI when they
mapped sounds to objects.

For sonic objects as well as scenes, the performances of the AI model sound types and the handcrafted sounds
are comparable in terms of intuitiveness, and learnability. This implies that in contrast to the existing handcrafted
auditory icons used in literature [15], the state-of-the-art AI models can provide a more scalable method of
generating sounds for sonic objects and scenes, that can be as intuitive and learnable as the handcrafted sounds.

The ratings of pleasantness and comfort-level for long usage of the three sound types for non-sonic and sonic
objects were found to be comparable. This implies that the audio quality of the AI-based sounds for objects is
similar to that of the handcrafted sounds, which means that the scalability offered by the AI models can be used
to produce pleasant sounds for objects. Many of the AudioLDM sounds for the non-sonic as well as sonic objects
were rated to be highly comfortable for listening for a long period of usage as a background sound. A reason
could be that these sounds are closer to the naturally occurring sounds, whereas the handcrafted sounds that
were designed for these objects using parametric modeling [15]sound artificial and thus not quite suitable for
listening over longer periods of time.
However, for the scenes, the pleasantness and comfort ratings for the handcrafted sounds were significantly

higher than the AI-generated sounds. This degraded audio quality of the AI-generated sounds for scenes could
be because the AI models are predominantly trained on datasets consisting of objects and event labels, but not
on scene soundscapes that consist of multiple objects or events occurring at the same time. Therefore, further
improvements in generative models for audio are needed in the context of scene sonification.

6.2.1 Opportunities and Challenges with the AI generative models. During the comparative study, we found
several commonly occurring confusions in mapping sounds to scenes, indicating that there are certain distinct
and defining characteristics of a scene (e.g. the sound of cutlery and people chatting for a canteen scene or the
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sound of waves crashing and receding along with wind for a beach scene) that need to be captured in a sound for
it to be easily recognized as the intended scene. Since these characteristics in recorded sounds are not always
guaranteed or controllable, therefore existence of these characteristics in the current AI-generated sounds is also
not always guaranteed, even after extensive prompt engineering. A possible reason could be that these models
have not been designed for the use-case of generating sounds that most intuitively represent scenes. Im2Wav, for
example, has been trained to generate sounds corresponding to only one event or object that is in focus, and
not based on the overall scene in the image. A scene with multiple events occurring simultaneously becomes
harder to generate. Therefore, automatically identifying the most important audio signature(s) of a given scene
(in text or image), and generating a highly intuitive and recognizable sound is an open research problem for the
AI community.

Most datasets used for training general-purpose audio generative models are not balanced (with a high
percentage of music and speech content), which is disadvantageous in the context of generating environmental
sounds. Thus there is a possibility that the quality of the generated audio trained on such datasets is biased in
favour of the labels for which there was more training data. There is a need to contextualize these general-purpose
generative models for the intended tasks and investigate their performance with respect to the needs of the task.

6.3 Addressing Objective 3: Effectiveness of sounds in providing scene awareness in vista-space to
PVIs

The effectiveness of the two sonification mechanisms -auditory icons and spearcons, in sonifying the vista scenes
for PVIs depended on the situation in which they were employed, i.e. leisure and navigation. The auditory icons
were generally preferred in the context of leisure, while spearcons were preferred for direction orientation during
navigation.
Through the qualitative feedback during the wizard-of-oz study, auditory icons were considered to be more

engaging, pleasant, immersive, and enjoyable than spearcons in experiencing vista scenes during leisure activities
(Figure 8). The PVI participants who became visually impaired at a later stage of their life particularly mentioned
that they enjoyed the intuitive and immersive experience of the scenes around them provided by the auditory
icon soundscapes which met their need to comprehend, imagine, and enjoy the vista scenes. They said that
this experience brought back memories of these scenes, and helped them experience the beauty of the scenes
without having to depend on others for a description. Also, they said they would use a system that can convert
the vista-space scenes into auditory icon soundscapes in leisurely situations in the outdoors, such as when they
are seated on top of a hill or a rooftop of a building, or in virtual environments such as games. Moreover, they
wished for the sonification of more aesthetic and experiential far-field scenes such as mountains, sea beaches,
forests, and lakes.
For the purpose of orientation during navigation, most of the participants preferred spearcons over auditory

icons since spearcons provide direct information about the vista space, without having to guess. Most of the
participants thought that such a feature would help them during navigation for directional orientation. However,
one participant mentioned that he would prefer a combination of auditory icons and spearcons over only spearcons
for this purpose. He reasoned that one tends to often miss information in spoken descriptions, they are hard
to multitask with, and listening to spearcons for a long time is annoying, whereas auditory icons are hard to
miss, pleasant to hear, and one could multitask with them. On the other hand, two participants mentioned that
auditory icons could be distracting while walking, and may get mixed with the existing environmental sounds.

Most of the participants also wanted more information from both auditory icons and spearcons for orientation,
for example, the distance of the object or scene. All the participants could see themselves using a system that
can sonify the vista-space around them while they walk for the purpose of orientation. They wished for the
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Fig. 9. Illustrating the concept of SonicVista: Far objects and scenes are visualized using a mapping of sounds that are
arranged in correspondence to the location of PVI, while the volume of the sound indicates the distance from the scene.
The user’s geolocation as well as the nearby points of interest can be easily fetched from APIs of direction services, such as
Google Maps [78]. Bone-conduction headphones, which are often already part of PVI’s inventory are then used to display
the sounds. PVIs suggested two applications (see a+b).

sonification of various scenes and landmarks that would help with daily necessities such as bus stops, train
stations, and supermarkets.

6.4 Key Take-Aways
This is a summary of the key take-aways of this work:

• Vista-scene awareness emerged as a strong requirement in PVIs for cognitive and aesthetic needs. This
awareness is specifically needed in two situations - a) at leisure, to have the ability to sense and enjoy
scenes around, and b) during navigation for direction orientation.

• For sonic objects and scenes, handcrafted audio recordings and AI-generated sounds perform similarly
in terms of intuitiveness and learnability of the sounds, which indicates the potential of using generative
models for providing a scalable sound generation method for this purpose.

• Qualitative feedback from PVIs suggested that representative auditory icons could be more engaging,
pleasant, immersive, and enjoyable than spearcons, which could be helpful for experiencing vista scenes
in the context of leisure. On the other hand, spearcons provided more direct information which could be
helpful during navigation.

• Vista scenes, where multiple objects and events occur simultaneously, the direct application of generative
models (Im2Wav and AudioLDM) may not always guarantee an intuitive and representative sound, possibly
because these models are trained to generate one event or object that is in focus.

6.5 Concept Framework
Based on the findings of our studies, we envision a system that will convert scenes in the vista-space into intuitive
and learnable sounds under two usage scenarios, (a) for direction orientation during navigation, and (b) at leisure
to enjoy the scenes around (Figure 9). Such a system will consist of several components, including a scene-
capturing module, a scene-recognition module, a sonification module, a head-tracking module for spatialization,
and the audio output and interaction module. Future work will include the deployment of this system and testing
its usability in a real-world scenario. Based on our formative study with PVI, we see the potential of introducing
a new technology for vista-space awareness. However, in order to fit into their general assistive technology
usage, the vista-space sonification module could be integrated as a feature with the current devices and apps,
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which could be switched on upon request. Such a system could therefore be integrated with mobile phones as
an app leveraging on the existing hardware and sensors on the phone (camera, GPS, IMU), in conjunction with
headphones. The sonification module could also be designed as a middleware with devices for the blind such as
Orcam17 or an additional feature in apps for blind such as LookOut18 and SeeingAI19. The basic functioning of
the concept is illustrated in Figure 9.

7 LIMITATIONS AND FUTURE WORK

7.1 Limited number of PVI participants
Due to limited access to PVIs, we had a small number of VI participants, which is a common problem in this
research area [76]. However, one could question the generalizability of our findings. We recruited a relatively
large group of sighted participants for the listening tests in the sound evaluation study which enabled us to
derive statistically significant insights on a large set of sounds (84 sounds), for both AI-generated and audio
recordings. However, the motivation of this study was to understand the general quality and characteristics of
these sounds and whether these sounds can reliably represent what they were intended to represent. So, the
insights drawn from this study also pertained to this general goal and were not specific to the context of their use
cases for PVIs. With our limited access to the PVI participants, we tried to optimize the time we had with them.
We selected a small subset of sounds that were generally rated as highly intuitive in the sound evaluation study,
made sure that this small subset was rated similarly by PVI participants too, and then tested out their use in the
contexts relevant to PVI such as spatial awareness during navigation and at leisure. For the wizard-of-oz utility
study, although we had a limited number of PVI participants, we conducted a thorough thematic analysis of their
qualitative feedback, from which consistent and recurring codes emerged, some of which were common across
all the participants. A qualitative assessment with a low number of participants to draw design implications is
considered to be a reliable methodology [30, 31], especially when working with a niche population such as PVI
[2, 7, 15, 76]. We believe our findings provide useful insights to the research community when aiming to design
assistive technologies for PVI. An in-depth sound evaluation study, as well as utility assessment study with a
larger number of PVI participants, is needed as part of future work.

7.2 More sophisticated mechanisms for scene sonification needed
For scene sonification, we used the most straightforward method of generating the sounds, the current state-of-
the-art image-to-audio and text-to-audio models. However, based on the observations in the sound evaluation
study (Section 6.2.1), more sophisticated mechanisms to compose the sounds corresponding to a scene must be
designed in the future, such as identifying different sound-making objects within a scene and merging the sounds.

7.3 Need for a real-world application and field study
We acknowledge that the current study provides a preliminary understanding of vista-space awareness through
scene sonification through controlled lab environment tests. There is a need to test the ecological validity of
sonification designs in a real-world setting. Our findings from the current study will inform future research that
will include building a self-contained system that converts vista scenes into sounds through different sonification
mechanisms, deploying this system in real-world scenarios, and systematically evaluating its usability, as suggested
in Section 6.5. For example, an important insight from this study that could be useful in a future system is that
the sounds to sonify vista scenes for orientation during navigation is preferred to be speech-based, while those
for leisure should be designed differently so as to improve the experience of the scene. Moreover, the comparable
17https://www.orcam.com/en-us/orcam-myeye
18https://play.google.com/store/apps/details?id=com.google.android.apps.accessibility.reveal&hl=en&gl=US
19https://apps.apple.com/us/app/seeing-ai/id999062298
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quality of AI-generated sounds and handcrafted audio recordings indicates that AI-generated sounds could play
an important role in building a fully automated system that captures the scene and converts into representative
audio, instead of relying on libraries of handcrafted sounds. Building and testing such a self-contained system
for scene sonification will have many tasks and challenges of its own, such as handling model response latency,
spatialization on the move, etc., which are beyond the scope of the aim of this work, and need to be investigated
in future work.

8 CONCLUSION
Through this work, we show the potential of the state-of-the-art generative models for audio in sonifying objects
and scenes in the vista space, as they perform similarly to the currently used handcrafted sounds, in terms
of intuitiveness and learnability of the sounds. We also show that automatically generating highly intuitive,
recognizable, as well as pleasant sounds corresponding to vista-scenes, that consist of multiple event signatures,
is still an open research problem. Finally, we show that the idea of sonification of the vista-scenes through such
sounds is useful to the PVI community as a cognitive and aesthetic need, and will potentially improve their
quality of life. This work opens discussions on the utility of AI models for audio generation in the context of PVIs
and their needs. Future work will include improving the performance of the generative models for this context,
and building and deploying a system with these sounds to test its usability in a real-world scenario.
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APPENDIX

A PROCEDURE AND QUESTIONNAIRE FOR THE FORMATIVE STUDY
We recruited participants through local community email channels. We informed them about the goal of this study
through the participant information sheet before they decided to participate in the study. This study was done
with the participants individually, and there were two researchers conducting the interview. Once the participant
was comfortably seated, we began by introducing ourselves, describing the goal of the study again, and then we
started a semi-structured interview with the following prompting open-ended questions. This interview lasted
for 20 to 30 minutes per participant.
Regarding vista-spatial awareness:
(1) What is your process of understanding the scenes around you when you walk from A to B?
(2) When you are on top of a building or a hill, what is your process of experiencing or thinking about the

sceneries around you?
(3) What is your process of orienting yourself when you are outside? For example, do you make a mental map

of the 3D or 2D space around you to orient yourself?
(4) Do you think being aware of the scenes around you could be useful to you?
Regarding their current assistive technology usage:
(1) What kinds of assistive technologies do you currently use? (if they talk about mobile apps, then) Are there

some specific apps that you find helpful?
(2) What are the modalities in which you get feedback in your assistive tools (audio, haptic?) -
(3) What kind of audio feedback - speech, earcons, spearcons?
(4) Would you find it useful to hear audio cues to become aware of objects or scenes?
(5) Do you use earphones/bone-conduction headphones?

B PROCEDURE AND QUESTIONNAIRE FOR THE WIZARD-OF-OZ STUDY
Similar to the formative study, we recruited the same participants informing them about the study prior to
the study through an email. When they arrived, we described the project, conducted a short intuitiveness and
learnability test with the subset of sounds, and then explained the two listening tests (central awareness and
peripheral awareness tests) and their setup. They wore the bone-conduction headphones that we provided and
listened to the sounds. We mentioned that both the tests are going to be a simulation of a system that sonifies the
scenes around, and that we are only testing the utility of the sounds.
Before starting the central awareness test, we mention, “Imagine you are sitting on a bench on top of a hill.

Now you hear the sounds through the headphones, that are simulating the scenes around you through sounds.
You can turn your head around in a 180-degree view to experience the scenes spatially (four auditory icons)”.

After each of the tests with each audio type (spearcons or auditory icons), we asked them the following
open-ended questions.
(1) Describe the scenes you just heard (scene names, and direction in which they occur, i.e. four directions in

the front in central vista test, and right or left and sequence in peripheral vista test).
(2) So at the moment this was a simulation. But lets say in a real-world situation, there is an app or a device that

converts the scenes around you into these kinds of sounds. Would these sounds enhance your experience
of the scenes around you?

(3) Would you like to share any other thoughts about this experience?
(4) Would you see yourself using a friendly system that has these sounds for ambient awareness?
(5) Do you think this awareness will help you orient yourself?
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(6) Do you see any use cases for such a system? When and how would you think you will be using it? What
are the other kinds of scenes you would want to sonify?

C ADDITIONAL DETAILS OF THE RESULTS REPORTED IN SECTION 4
Table 4 provides a detailed performance of intuitiveness and learnability scores (out of 3.0) for sighted participants.
Table 5 provides the average self-report intuitiveness ratings (out of 5.0), pleasantness, and comfort level.

Additional Notable Points:
• According to the self-report ratings of intuitiveness, the participants found the AudioLDM sounds for door,
stairs, and bush to be more intuitive than the other two sound types. The AudioLDM-generated sound
of stairs was somewhat more learnable than the other two sound types because the sound was distinct
compared to the other sounds in the AudioLDM set of sounds and clearly represented footsteps, while the
handcrafted sound for stairs got confused with wall, door, and chair.

• The Im2Wav sound for bench was not intuitive but was clearly more learnable than the other two sound
types for this object. The image used to generate this sound had a bench situated in a park, so the generated
sound contained some music, implying music being played in a park, which was a distinctive feature of this
sound and the participants were able to learn it. On the other hand, in the learnability test, the handcrafted
bench sound was confused with other possible bench-like wooden objects such as chair, and fence, while
the AudioLDM bench sound, which had a rhythmic pattern, was confused with train.

• Interestingly, the two AI-generated sounds for person/people were significantly more intuitive and learnable
than the handcrafted sound, possibly because the handcrafted sound was designed to capture the movement
of a person which got incorrectly recognized as the sound of a bush, while the AI sounds had unintelligible
voices of people which were easier to recognize.

• The handcrafted and AudioLDM sounds for the kids playing and park scenes were highly intuitive as they
had distinct signatures of these scenes, i.e. high pitched children’s voices and sound of birds and wind
respectively. The corresponding Im2Wav sounds were dominated by music which got highly confused with
the mall scene.
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Table 4. Intuitiveness and Learnability scores (out of 3.0) [Mean ± Std. Dev.] from Phase 1 of the study. The sound type
acronyms are - H: Handcrafted, A: AudioLDM, I: Im2Wav. (↑means higher is better)

Intuitiveness Scores ↑ Learnability Scores↑
Sound Type→ H H A I H H A I
Participants→ (PVI) [15] (Sighted) (PVI) [15] (Sighted)

Non-Sonic Objects

bench 1.00 ±0.00 1.17 ±0.37 1.08 ±0.28 1.0 ±0.00 2.20 ±0.84 1.09 ±0.29 1.33 ±0.47 1.67 ±0.47

building - 1.18 ±0.39 1.0 ±0.00 1.17 ±0.37 - 1.67 ±0.62 1.27 ±0.45 1.55 ±0.50

bush 2.40 ±0.89 1.45 ±0.50 1.25 ±0.43 1.0 ±0.00 2.40 ±0.80 2.08 ±0.49 1.36 ±0.48 1.27 ±0.45

chair 1.40 ±0.89 1.67 ±0.62 1.0 ±0.00 1.09 ±0.29 2.80 ±0.45 2.09 ±0.90 1.58 ±0.49 1.27 ±0.45

cycle 2.80 ±0.45 1.92 ±0.86 1.0 ±0.00 1.0 ±0.00 2.40 ±0.89 2.50 ±0.76 1.25 ±0.60 1.18 ±0.39

door 2.60 ±0.55 1.64 ±0.64 1.67 ±0.47 1.18 ±0.39 2.80 ±0.45 1.50 ±0.67 2.18 ±0.57 1.83 ±0.37

fence 2.00 ±1.00 1.58 ±0.76 1.09 ±0.29 1.27 ±0.45 2.40 ±0.89 2.00 ±0.91 1.17 ±0.37 1.09 ±0.29

stop-sign 1.00 ±0.00 1.36 ±0.48 1.0 ±0.00 1.08 ±0.28 2.75 ±0.50 2.18 ±0.94 1.09 ±0.29 1.33 ±0.47

stairs 1.40 ±0.89 1.75 ±0.60 1.73 ±0.62 1.0 ±0.00 2.60 ±0.55 1.73 ±0.62 2.0 ±0.43 1.33 ±0.47

wall 1.20 ±0.45 1.18 ±0.57 1.09 ±0.29 1.09 ±0.29 2.60 ±0.55 2.18 ±0.83 1.67 ±0.75 1.83 ±0.55

Overall - 1.50 ±0.65 1.19 ±0.41 1.09 ±0.28 - 1.90 ±0.82 1.49 ±0.61 1.44 ±0.51

Sonic Objects

bells - 2.64 ±0.64 2.64 ±0.64 2.36 ±0.88 - 2.91 ±0.29 2.82 ±0.57 2.73 ±0.62

birds - 2.92 ±0.28 2.83 ±0.37 3.0 ±0.00 - 3.0 ±0.00 2.92 ±0.28 3.0 ±0.00

bus 2.00 ±0.71 1.0 ±0.00 1.09 ±0.2 1.18 ±0.27 2.20 ±0.84 1.42 ±0.49 1.33 ±0.47 1.25 ±0.43

car 1.40 ±0.89 1.08 ±0.28 1.45 ±0.50 1.50 ±0.50 2.60 ±0.55 1.17 ±0.55 1.36 ±0.48 1.75 ±0.60

dog 2.40 ±0.89 1.92 ±0.64 1.92 ±0.28 2.00 ±0.00 2.80 ±0.45 2.45 ±0.66 2.25 ±0.43 2.17 ±0.37

ducks - 2.91 ±0.29 2.08 ±0.76 2.42 ±0.86 - 3.00 ±0.00 2.5 ±0.65 2.73 ±0.62

traffic light 1.80 ±0.84 1.75 ±0.83 1.09 ±0.29 1.17 ±0.37 2.60 ±0.55 2.33 ±0.62 1.17 ±0.37 1.83 ±0.37

motorbike 2.40 ±0.89 2.00 ±0.82 1.27 ±0.45 1.25 ±0.43 2.60 ±0.55 2.45 ±0.78 1.91 ±0.51 1.55 ±0.66

person/people 1.40 ±0.98 1.09 ±0.29 2.00 ±0.00 2.00 ±0.00 2.75 ±0.50 1.36 ±0.64 2.45 ±0.50 2.08 ±0.28

railway 1.60 ±0.89 1.55 ±0.50 1.45 ±0.50 1.17 ±0.37 2.60 ±0.55 1.75 ±0.72 1.50 ±0.50 1.25 ±0.43

train 2.00 ±0.00 2.18 ±0.83 1.17 ±0.37 1.36 ±0.48 2.84 ±0.45 1.83 ±0.80 1.73 ±0.45 1.64 ±0.48

truck 1.00 ±0.00 1.00 ±0.00 1.08 ±0.28 1.17 ±0.37 3.00 ±0.00 1.33 ±0.62 1.45 ±0.50 1.45 ±0.50

Overall - 1.83 ±0.87 1.68 ±0.73 1.70 ±0.77 - 2.07 ±0.88 1.95 ±0.76 1.94 ±0.74

Scenes

beach - 1.58 ±0.86 2.00 ±0.95 2.25 ±0.83 - 2.55 ±0.66 2.33 ±0.75 2.75 ±0.60

canteen - 2.73 ±0.62 1.09 ±0.2 1.18 ±0.29 - 2.82 ±0.57 2.09 ±0.90 2.33 ±0.62

kids playing - 2.64 ±0.77 2.75 ±0.43 1.67 ±0.85 - 2.92 ±0.28 2.27 ±0.86 2.64 ±0.64

mall - 1.83 ±0.53 2.0 ±0.61 1.91 ±0.63 - 2.45 ±0.55 2.55 ±0.46 2.33 ±0.49

park - 2.27 ±0.68 2.64 ±0.45 1.25 ±0.29 - 2.42 ±0.57 2.58 ±0.42 2.18 ±0.5

street - 3.0 ±0.00 1.25 ±0.39 2.27 ±0.53 - 2.92 ±0.18 2.08 ±0.57 2.64 ±0.34

Overall - 2.33 ±0.90 1.96 ±0.92 1.75 ±0.84 - 2.68 ±0.65 2.32 ±0.81 2.48 ±0.67
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Table 5. Self Reported Ratings from Web Survey of the sighted participants (out of 5.0) [Mean ± Std. Dev.] from Phase 1 of
the study. The sound type acronyms are - H: Handcrafted, A: AudioLDM, I: Im2Wav. (↑means higher is better)

Intuitiveness↑ Pleasantness↑ Comfort-level↑
Type→ H A I H A I H A I

Non-Sonic Objects

bench 1.5 ±0.93 1.21 ±0.41 1.08 ±0.28 2.25 ±1.15 2.33 ±1.13 3.29 ±1.08 1.92 ±1.06 2.12 ±1.12 2.88 ±1.3

building 2.33 ±1.05 1.42 ±0.97 1.25 ±0.61 3.25 ±1.07 2.08 ±1.14 1.71 ±0.69 2.25 ±1.15 1.71 ±0.91 1.46 ±0.66

bush 2.0 ±1.06 2.54 ±1.14 1.38 ±0.58 2.38 ±0.88 2.38 ±0.92 2.08 ±1.06 2.04 ±1.12 2.29 ±0.95 1.96 ±1.04

chair 3.33 ±0.87 1.5 ±0.66 1.04 ±0.2 2.83 ±1.05 2.75 ±1.11 1.71 ±0.69 2.08 ±1.06 2.17 ±0.92 1.54 ±0.78

bicycle 2.62 ±1.41 1.46 ±0.66 1.42 ±0.65 2.67 ±1.05 1.75 ±0.94 2.25 ±0.85 2.54 ±1.1 1.62 ±0.92 2.21 ±1.06

door 2.46 ±1.06 3.5 ±1.25 1.54 ±0.98 2.83 ±0.96 2.21 ±0.93 1.71 ±0.69 2.38 ±1.01 1.79 ±0.83 1.46 ±0.59

fence 2.33 ±1.34 1.58 ±0.93 1.08 ±0.41 2.46 ±0.98 2.54 ±0.98 1.79 ±0.78 2.08 ±1.02 2.42 ±1.1 1.71 ±0.81

stop sign 2.0 ±1.41 1.17 ±0.38 1.58 ±0.83 2.71 ±1.08 2.08 ±0.78 1.38 ±0.65 1.92 ±1.06 2.0 ±1.02 1.21 ±0.59

stairs 2.79 ±1.5 4.17 ±0.82 1.21 ±0.51 2.92 ±1.1 3.29 ±1.0 2.04 ±0.81 1.92 ±1.02 2.79 ±1.14 1.92 ±0.88

wall 2.46 ±1.22 2.17 ±1.31 1.46 ±0.78 2.83 ±1.31 2.88 ±0.95 2.21 ±1.1 2.29 ±1.08 2.67 ±1.09 1.83 ±0.96

Overall 2.38 ±0.47 2.07 ±0.98 1.30 ±0.19 2.71 ±0.28 2.43 ±0.43 2.02 ±0.50 2.14 ±0.20 2.16 ±0.37 1.82 ±0.45

Sonic Objects

bells 4.96 ±0.2 4.75 ±0.68 4.5 ±0.72 3.62 ±1.06 2.67 ±0.96 2.88 ±1.15 2.67 ±1.17 2.17 ±1.13 2.0 ±1.14

birds 5.0 ±0.0 5.0 ±0.0 4.92 ±0.41 4.04 ±1.08 3.58 ±0.93 3.62 ±1.1 3.67 ±1.24 3.29 ±1.08 3.12 ±1.36

bus 1.88 ±0.95 2.04 ±0.91 1.83 ±0.87 2.29 ±1.12 2.25 ±0.85 2.25 ±0.85 1.83 ±1.01 2.17 ±1.01 2.04 ±0.69

car 1.58 ±0.88 2.83 ±0.92 3.88 ±0.74 2.54 ±0.98 2.79 ±0.98 2.67 ±1.05 2.04 ±0.95 2.88 ±0.95 2.25 ±0.99

dog 3.58 ±1.41 4.38 ±0.77 4.83 ±0.38 2.62 ±1.1 2.92 ±1.06 3.38 ±0.92 1.96 ±1.16 2.33 ±1.01 2.54 ±1.22

ducks 4.88 ±0.34 3.88 ±1.23 3.38 ±1.21 3.46 ±1.02 3.0 ±1.02 2.46 ±1.1 3.17 ±1.13 2.42 ±0.97 2.25 ±1.26

traffic light 3.29 ±1.6 1.54 ±0.93 2.12 ±0.99 2.96 ±1.16 2.71 ±0.81 2.62 ±0.82 2.21 ±1.22 2.54 ±1.18 2.42 ±1.1

motorbike 3.62 ±1.35 3.21 ±1.22 3.04 ±1.4 2.83 ±1.09 2.88 ±0.85 3.0 ±0.98 2.21 ±1.18 2.46 ±1.02 2.58 ±1.21

person/people 1.08 ±0.28 4.96 ±0.2 4.79 ±0.51 2.42 ±0.93 3.5 ±0.93 3.38 ±0.97 2.17 ±1.13 3.21 ±1.22 2.88 ±0.9

railway 2.25 ±1.15 3.17 ±1.13 2.54 ±1.28 2.33 ±1.13 2.46 ±0.83 2.38 ±0.92 1.88 ±0.99 2.21 ±0.78 2.04 ±1.0

train 3.25 ±1.42 1.79 ±1.14 2.79 ±1.38 2.17 ±1.17 2.83 ±1.09 2.54 ±0.98 1.67 ±0.92 2.58 ±1.02 2.33 ±0.96

truck 1.62 ±0.82 2.5 ±1.06 1.79 ±0.78 2.12 ±0.95 2.62 ±0.97 2.42 ±1.02 1.79 ±1.06 2.54 ±1.1 2.21 ±1.02

Overall 3.08 ±1.34 3.34 ±1.19 3.37 ±1.14 2.78 ±0.60 2.85 ±0.37 2.80 ±0.43 2.27 ±0.58 2.57 ±0.36 2.39 ±0.33

Scenes

beach 2.83 ±1.17 3.08 ±1.41 3.25 ±1.39 3.42 ±0.88 2.79 ±1.06 2.75 ±1.22 3.46 ±0.93 2.71 ±1.3 2.58 ±1.41

canteen 4.75 ±0.44 2.54 ±1.22 1.83 ±0.96 3.42 ±0.97 2.75 ±1.22 1.96 ±0.81 3.33 ±1.13 2.46 ±1.18 1.75 ±1.07

kids playing 4.96 ±0.2 3.83 ±1.34 3.25 ±1.03 3.79 ±0.83 2.92 ±1.1 2.5 ±0.88 3.46 ±1.14 2.5 ±1.29 2.0 ±0.88

mall 3.83 ±0.96 3.46 ±1.1 2.75 ±1.19 3.42 ±0.97 2.96 ±1.12 2.54 ±0.83 3.08 ±1.25 2.5 ±1.18 2.42 ±1.02

park 4.04 ±1.08 3.42 ±1.06 1.54 ±0.78 3.83 ±0.92 3.04 ±1.2 3.42 ±0.83 3.62 ±1.13 2.79 ±1.02 3.12 ±0.99

street 4.62 ±0.58 2.75 ±1.11 3.21 ±1.22 3.29 ±1.04 2.75 ±0.79 2.54 ±0.93 2.88 ±1.19 2.58 ±0.88 1.83 ±0.7

Overall 4.17 ±0.72 3.18 ±0.44 2.64 ±0.70 3.53 ±0.20 2.87 ±0.11 2.62 ±0.43 3.30 ±0.25 2.59 ±0.12 2.28 ±0.48
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